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"OPTICAL SYNTHETIC APERTURE TECHNIQUES

INTRODUCTION

SThe goal of this program is to develop optical synthetic aperture

(OSA) imaging concepts and techniques.

Active synthetic aperture radar systems have been used at microwave

wavelengths for many years to produce quality imagery. Directly

ewulating such systems at optical wavelengths is not adequate. As the
wavelength of the transmitted/received radiation decreases, a wevelength

is reached typically in the near millimeter wavelength region, where the

received signal can no longer be directly detected and classically

demodulated to obtaili the required phase information. Rather, it

becomes necessary to use heterodyne and/or interferometric techniques in

order to obtain the phase Information. Further, at least presently,

optical sources, such as lasers, cannot be waveform controlled in the
same manner as microwave sources. Thus, different concepts, techniques,

and hardware implementations are required for OSA imaging..

During this program, a number of different aspects of OSA imaging

syste.ms have been investigated as described in the next section and
appendices. They include a generalization of the theory describing SAL

imaging, a new transmitter/receiver configuration, a new optical

spectrum analyzer for OSA systems and other applicationS, and the

development of a specific hybrid processing configuration for processing

OSA data.

P



j

Y

SUMMARY OF RESULTS

The theory for generating OSA 'imagery was emtended in its

generality to include arbitrary postions of the source(s) and
receiver(s) for active systems and includes arbitrary receiver positions
for passive systems. In general, given arbitrary object size and

4 motion, the required.processing is space variant. However, with certain

geometry and object size limitations, the processing becomes space
invariant. Far field conditions lead to being able to efficiently
process the data via Fourier transform algorithms. One such case was
experimentally demonstrated at a' wavelength of 1.22 mm. This was the
f'irst'SAL image produced at near millimeter wavelengths. See

Appendix A.

-Some analysis was also done regarding "generalized imaging" of
which OSA imaging is a subset. See Appendix B.

Wide bandwidth t~ransm4 tted signals are required for high resolution

range-doppler SAL imaging. Mode-locked lasers easlly produce wide
bandwidth output but the efficient detection and processing of such
signals can be 'troublesome.' A technique was developed to ,reduce the
required detection (receiver) bandwidth without losing the high
resolution imaging capability. It consisted of not only a mode-locked
transmitter laser out also of a mode-locked local oscillator laser in a
heterodyne detection setup that allowed the received signal to be
compressed Into 'a narrow bandwidth. A bandwidts reduction of over 500

was experimentally demonstrated. See Appendix C.

A useful instrument for obtaining the modulation information from a

wide bandwidth optical OSA signal would be a high finesse optical
spectrum analyzer that spatially displays the temporal spectrum with a
one-to-one linear correspondence between. the temporal frequency and the



spatial position. Such an output would allow direct optical processing

or detection with a linear detector array for digital processlng without

requiring correction for a non-linear correspondence. Towards the

objective, a spectrum analyzer was conceived and demonstrated that was

composed of a m6lt 4 -tapped optical fiber delay line in conjunction with

a holographic matched filter. This combination produces the desired

linear spatial distribution of the temporal spectrum of the light fed

into the optical ,fiber. See Appendix 0.

The processing of the three dimensional signal history data is, of

course, an essential aspect of OSA imaging. In general, the processing

can be very computationally burdensome. However, by properly picking

the geometry and signal modulation, the data takes on a form that Is

conveniently processed using backprojection techniques similar to that

used with tomographic imaging systems. In particular, a hybrid

(optical-digital) processor concept that allowed such data to be

efficiently processed was initially conceived under this contract and

then was experimentally demonstrated with other support. The further

development of such a processor has the potential to lead to a real-time

processor of OSA imagery. See Appendix E. Also, the grating

interferometer type of processor appears attractive for a similar type

of OSA processing. The advantage of the grating interferometer lies in

its achromatic char ctertcs which considerably reduce the requirements

on the source coherence. See Appendix F.

CONCLUSION

The concepts, analysis, and experimental results developed In this

program have helped establish the feasibility of optical synthetic

aperture imaging and hopefully has laid the foui4dation. for an

operational optical synthetic aperture system.
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APPEH!DIX A

SYNTHETIC-APERTURE TECHNIQUES AT NEAR-MILLIMETER WAVELENGTHS*

Carl C. Aleksoff,

Abstract

Synthetic aperture (SA) imaging techniques are considered for
identifying targets at ranges of a few kilometers using near-millimeter
waves. A generalized concept of SA imaging is presented. A hybrid SA
array technique is proposed that would significantly diminish the motion
required for the SA data generation. A scanning SA technique Is
presented and analyzed in detail. Images are shown that were generated
using the scanning SA technique with a near-millimeter wave homodyne
system operating at 1.22 mm.

*This paper was presented at the Millimeter Optic Session of the
SPIE's Huntsville Electro-Optical Technical Symposium, October 1-2,
1980. It was published in the Proc. SPIE', Vol. 259, Millimeter Optics,
1980, pp 115-124.
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Synthetic-aperture techniques at near-millimeter wavelengths

Carl C. Alaksuff
Radar and Optics Division. Environmental Research lnstitute of Michigan

P.O. Box 8618, Ann Arbor, Michigan 48107

Abstract

Synthetic aperture (SA) imaging techniques are considered for identifying targets at
ranges of a few kilometers using-near-millimeter waves. A generalized concept of SA imag-
ino is presented. A hybrid SA array technique is proposed that would significantly dimin-
ish the motion required for the SA data generation. A scanning SA technique is presented
and analyzed in detail. Images are shown that were generated using the scanning SA tech-
nique with a near-millimeter wave,,homodyne system operating at 1.22 mm.

Introductioti

Some previous publications have indicated that near-millimeter (NW) wave systems might
be applicable *or imaging through fog, smoke, or rain In battlefield situations where visi-
ble or infrared wavelength imaging systems are bllnded.1- 3  The goal is that the NNM wave
imaging system would be of a small enough size that it can be conveniently mounted on a
vehicle and still have a large enough aperture to enabl recognition of tactical targets
at rangesup to several kilometers. According to Krusel, recognition of tactical vehi-
cdes requires about a 0.5 m resolution capability."

The required aperture width W1 (Payleigh criteria) of a classical one-dimensional
imagi,.g system to achieve' a. resolution of p at a range R with wavelength I is given by

w AR

1 (1

or if the system is a fccusec scanning type that uses a common aperture to both transmit
and receive the signal, then the'aperture width is given by half of Eq. (1) or

w (2)

Tvoicallv, the NMM waveleniths are taken to run from 0.3 mm to 3 mm. Figure I shows the
acerture widths required "or a 0.5 m resolution as a function of range for 0.3 mm, 1.22
mm, and 3 mm wvavelenqtns is ,escrited by the more optimistic Eq. (2). It is clear from
Fioure I thqt operation Cf a scanning system at a wavr'ingth of 0.3 mm and up to 3 km
ranges would reouire 4n aperture of about 1 m, which is about the asaximum size classical
antenna (dish) th&t woulc oe tolerated. However, atmospheric attenuat on considerations
tend to Crive the coeratind wavelenoth selection to longer wavelengthsi. Operation at
the other -nC of, the NMM wave region, i.e., 3.0 mm wavelengths, leads to a 10 m apert-ure
requirement, which ooviously implies an impractically sizea classical antennE for mounting
on a vehicle, especially in tattlefield situations.. Thus, one is. lead to considering al-tarnatlve techniques such as synthetic aperture imaging systems.

Synthetic aperture tectniqueg

By synthetic aoerture (SA) imag;ng, we imply that a series of steps of the type Illu-
strited in Figure 2 are used to oroduce the imagery. we start 'with an ooject (In object L
space) illuminated with a soecific wavefront. The signal !cattared by the object depends
on the geometrical positions of the transmitters, detectors, and object as well as specific
scattering characteristics if the Arject and the spectralorooerties of the illumination.
The SA technioue is ceoenmeýt -n setting jp the object space such that the scattered signal
has temporal variations cue lo cinoino parameters in object spacei which could be caused
by

i. Temporal mooulat ions i- :me transmitted signal (e.g., chirping or pulsing).
2. Transmitter and/or !trc'or motion (including switching between sources and/or de-

tectors in irra'ys).
3. 0bomCt motion (e.o., -rntiting object).
4. Beam scanning (e.o., ý,nnino a transmitted wavefront with a rotating mirror).

The scittered sianal in con .,,ton with tan arbitrary modifying signal gives an electrical
signal ,mich we will 'en3te '- :-e SA temporal signal. The mooifying signal could be a

Sptr Val 2W hM mw~imo wn110" / Is
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local reference wave heterodyned with the cattered signal or some more complicatej com-
bination of signals, electricdl and electr.magnetic. The one-oimensional temporal signal
is'then distributed into'a multi-dimensional spatial space (scatiai signal space) via a
specific formatting procedure. This s03tial signal is what is oTten referred to *as tne.
synthetic aperture data and the extc.t of the cta Oefines the synthetic aperture. The
spatial sigral space might also be referred to as a nolcgram, especially when the signal
is licorded onto photographic emuision. Howpver, the qrjatial signal could as well be data
disti~buted in a computer memory where the spatial coordinates are just conceptual aids
for proper data retrieval in the next step. This next, and last step, :s processing the
spatial signal data to give an image. The processing could be optically implemented
Fourier transform or a digitally implemented FFT, holographic processing, or more compli-
cated procedures.

Often two different types of object space parameters can be changed simultaneously to
generate th.e data for two dimens'onal imaginq. For example, the classical side-looking SA
radar uses the combination of range information derived by transmitting a temporally modu-
lated waveform and Doppler information derived from the motion of the aircraft. 4 - 6

Such a "side-looking" SA system also appears attractive using NMM waves in battlefield
scenarios. However, the actual. type of rystem is more likely dictated by the types of NMM
wave sourc.es, detectors, and components available rather th&n any idealized. consioerations.
If highly cohetent (phase stable) sources of adequate power cu'.put and efficiency (small
size) are available, then heterodyne systems are attractive. If detectors and components
(e.g., mixers) are also available, then direct-detection and subsequent mix.ing of the elec-
trical signal could be used, much as for the microwave SA radars. If coherence of the
sources is a problem or if atmospheric turbulence is a orobiem, then interferometric tech-
niques could be usel, much as has been demonstrated at optical wevelengths or at radio
wavelengths for radio astronomy. The distinction between microwave (thermal noise limited
systems) and optical (photon noise limit'ed systems) becomes blurred for NMM waves and a
hybrid system will probably be required in order to blend the best of microwave and optical
techniques.

Let us consider how various SA techniques might be implemented. Given tactical situa-
tions, consiste'nt movement of a target is not likely and hence target motion will not be
considered. However, modulation and s6urce/detector motion will be considered.

In a modulated radar system, we know that the range.resolution capability is given by

c0r =. (3)0r 27

where c is the free space soeed of light and 8 is the transmitted bandwidth. Thus, for a
0.5 *m resolution at a l1.2 mm wavelength, a bandwidth of 300 MHz is require'd, which is only
a 0-1% bandwidth to carrier frequency ratio. This bandwidth'appears tobe easily obtaina-
ble as a freauency chirp generated with a backward wave oscillator or as a pulse train gen-
erated with a mode locked laser. Thus, ranging'appears to be a good candidate for gather-

'ing SA data with NMM waves.

'As' with microwave SA radar 2ystems operated fromaircraft, we can also envision the
croris-range data bbinq generated via the motion of the %ehicle carrying the NMM wave SA
system. That is, Doppler or interferometric information is gathered to synthesize the
aperture data In c dimension orthogonal tu the range direction, thus allowing the genera-
tion of a two dimensional image. This can be accomplished as illustrated' in Figure 3 for

,a homodyne (Doppler) type of SA imaging system. A d!verging NMM wavefront emanates from asmall aperture (antenna or lens) and illuminates the object. The scattered signal is re-
ceived with the same aperture and heterodyned. For, such a system to straightforwardly pro-
cess tie signal, the position of the receiver/transmitter phase center must typically be
known to an accuracy on the order of a tenth of the operating wavelength during its coher-
ent integration time. This is known as motion compenstion data. Thus, for a I mm SA sys-'
tem, the pnsition knowledge must be on the order of 0.i ma for up to 10 m of travel. This
type of accuracy can be obtained if some reference scatterers (e.g., retro-reflectors) are
continually addressed during the vehicle motion with an optical or E&M distance measuring
system. In fact, it should even be possible to use the NMM wave SA system itself to gene-
rate motion compensation signpls from reference leflectors that are Illuminated at the
same time As the target. 

.

Figure 4 illustrates, an alternative hybrid SA array technique where a long thinned array'
(one-dimensional) is used along with physical motion to fill in the gap between antenras.
For example, If 9 small antennas were spaced I m apart, then the entire array could be
moved slowly in a track by I mwhile quickly rwitchi,,g (electronically) the transmiss~ion/
receivino across toe array to obtain a. filled 10 meters worth of SA data.'

IN ?,Svat20 *6 OpA(1000MItS/P~t • 28 • O~ia~•OlL



There are ctner hynric SA techniques that can re used, out as stated earlier, the most
eff-czive teclniaue may ernd up •einQ more cetermined Dy hardware constraints then conceo-
tua! constraints. Exoerimental efforts zre reauited to determine the effectiveness of
tne various SA conceots considerino the hercware constraints, atmosonherc turbulence anc
scatterino effects, and ;round cltter przblems. In the next section, we will oescrioe a
SA experiment that is in a very early stage of demonstrating NMM wave SA imaging
capsbilities.

Scanned $A imaging

Consider first the classical scanr~ed imaging system illustzated in Figure 5a. A fccused
oeam is scanned past the target using a rotating mirror. The amplitutJe or intensity of
the received signal scattered from the target is displayed on a screen with its position
proportional to the scan angle. In Figure 5b, the SA scanned system is schematically illu-
strated. However, in this system, a diverging wavefront is scanned past the target. using
the rotating mirror. The received signal (heterolyne detection) is stored in a memory un-
til tne entire target is scanned and then the signal is processed to form the image. Both
*istems have the same resolution limit, namely that given by Eq. (2) where W2 is the width
of the scanning mirror. The SA system usually can have simpler optics since only a diverg-
ing is beam needed and It does not have to be focused to a specific range with the optics.
However, time must be spent to process the SA data before the image is formed. The SA
scanning system has the advantage that it can refocus by reproceising the data and hence
only one scan is necessary, however, it must keeo the SA data in memory.

Let us now develop the processing corcept for scanned SA imaging (refer to Figure 6).
In this figure, S is a point source, 0 a point detector, Pn is the nth point scatterer
of N scatterers making up the target, and M is the scanning mirror. From the vantage posi-
tion of the source and detector, the object point appears to move in a circle of radius cn
centered at the mirror rotation center. In fact, it would move on a sphere if the mirror
wpre a two-dimensional Fcanning type, however, for simplicity, we will confine ourselves
to only considering a one-dimensional scan. In regards to Figure 1, it is the rotation of
the mirror that produces the "change"l indicated after the first box. With respect to
Figure 6, let the transmitted signal from S be a diverging spherical wave of the form

I- exp [iwt - kr1] (4)

where, as usual, k 21/X = w/c. The signal scattered back to ýhe detector is of the form

N

U'(t) = exp $i[wt - k(r . d0 ))I ())
n

where an is the scattering coefficient for the nth scatterer, rn is the distance
from the source to the nth scatterer, and dn is the distance from the detector to the
nth scatterer After homodyning with the local osrillator exp (iwt), the detected.signal
is proportional '

N

n

where an not only ,ccounts for the scattering efficiency. but also losses in the system
as well as (rndn)'I which we assume is so slowly changing that it can be taken ab a
constant. Also, on is assumed to be real for simplicity 4ake. Of course, rn and
dn are functions of time since they vary with mirror position. The signal U(t) is the
temporal signal referred to in the second box of Figure 1, while the local oscillator is
the modifying signal. The next step is to consider the formatting.

Towards understanding the formatting process, we first note from Eq. (6) that the terms
in the s~ummation are cyclic in rn + dn'. In fact, rn + dn 2 q , q = 0, 1, 2, . . . de-
scribe a set of ellipsoids of revolutiory in space with 5 and 0 as foci. we will denote
these "imaginary" surfaces as virtual fringes,, for a reason to soon become evident. Con-
sider the holographic recording setup illustrated in Figure 7. The hologram is to be re-
corded- on the recording surface using a spherical wavefront converging to 0 and a diverging
wavefront emanating from S. The recording at the, point P is, given by

SPAF Val 25M Opt@w~A=(?9WI 1l?
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[A exp [-!((at - kr)] B 6 exp [-i(wt + kr)]l
2

z' A , 2  248 cos [k(r d)] (7

Notice that the phase term depends on r * d and then compare to Eq. (6). The hulogram re-
carding made under these conditions has the same form a's the signal received with the SA
system. That is, each term in Eq. (6) Can be considered to be a hologram recorded on a
circle of radius cn and formed by the interference between a spherical wavefront converg-
ing to the detector 0 and a diverging wavefront emanating from the source S. Thus, 'he,
concept of virtual fringes in the SA system are derived from the real fringes of this com-
parison holographic recordinq.

Keeping this holographic concept in mind, the signal U(t) is'recorded along a circle in
recording space by formatting U't) into the function U(P, * ) via the'relationship

U(p, * ) a JU(t)d( p- Po, $- 211) dt (8

where (p, ,) aL'e polar coordinates in recording space, po is an arbitrary constant, 6(0,4
is a two-dimensional delta function, arid #M Is the angular position of the mirror at time
t and hence is a function of t. Recall that the object will appear to rotate at twice the
angle of the mirror rotation angle. If the mirror rotates at a constant angular rate of
0, then we cln write tnat * i rt.

The processing step is,a holographic type of reconstruction as Illustrated in rigure 8.
Within the limitations of tt'e Fraunhoffer approximation, the image complex amplitude is
described ay8

SU(R,) 0 )uc(P., * Wo, R, ) (9

where EC71. r-presents a two-dimensional Fourier tr;insform, U3(p, is the reconstruction
wavefront, W(p, $, R,8 ) is the propagation kernel, and (R, 9)are the polar coordinatesin image space. When Eq. (5) is subs.tituted into Eq. (9) we obtain

N
U I(R, ') Sn (R, ) S* .n (R, ) (10

n

where

-n"=x C *"do,](o- o,,*- d 2 n)dt(

we, note that S', is the spread functinn corresponding to the object Point P•. The qutl-
Ity of the image can oe determined from the characteristics of the spi;..a function. Aber-
rations,, for example, can be analyzed by comparing the position of each spreao function to
that of its corresponoing object scatterer point. Rather than expand and analyze Eq. (il)
in detail for aroitrary configurations, we will consider a special c3se that not only is
straighttorwaro and demonstrates the concept, but corresponos to our experimental setup.

As indicated in Figure 9, consider the case where the-source and detector are In the~ same position and the wavefronts collimated. Mehce, the virtual fringes have degeameateo
to equally spaced straight lines of period X /2. If the mirror is rotating at constant
angular frequency S1, then the received signal, as *escribed !y Eq. (4), becomes

N

-.O~ I.aMc c o 2t ,)(2

n

where a issa constant describing the phase delay wLthin the system Optics. Note that C1
and in are both constants. Tie formatting aroceaure gives the function

N /Ste.
W a Coson°Cos o A(,,) A (13:

n

where A(po ) describes the effqective aperture (a sectlio of .cirCulft arC)

I :.94..." '''•,
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and T is the scan period. Notice that the nth term in the summation in Eq. (13) describes a
sinusoidal grating with amplituda an, frequency 2Cn/lPo, anyular orientation 6n, anc offset

' a.. The processing now degenerates to using Uc I and w = 1 in Eq. (9) to give

U (R,9) = a(R,) *)

N

2 "" 8(R" Rn e on) e•] (5

where spread function a(R, 9) is the Fourier transform of A(p, * ) and
. *-; R =" o(16)

Eq. (15) indicates that we get the usual dual images from the holographic process. Since
- the center of rotation is outside the object and the object would typically subtend less

than 1800, then the two images Co not overlap. This is the desired imaging result.

Experimental ResUlts

Figure 10 schematically illustrates the scanning NNH wave SA system that was used to
generate our experimental data. This system is part of a MICOM N;4M wave radar. 1 0  The
source is a w. HjF wavaguide laser Pumped by a CO2 laser. The-expanded and collimated CW
output at 1.22 mm is scanned with a flat 12 inch diameter mirror. Part of the Deam is
tapped off with a beamsolitter and forms the local oscillator for homodyne operation. The
return signal from the target Ilong with the local oscillator signal are detected (homo-
"dyned) at a Goloy cell which has 3bout a 0C to 15 Hz bandwioth.

Figure 1l(a) shows a pclot or" a receiveo signal from a 60 m1m diameter corner-reflector
that was 117 cm from the rotation center of the scanning mirror. The total scan angle was
17.50 ana the signal lata was digitized at '350 samples corresponding to 0.05i'intervais.
"The reflector was within tho same room as the NMM wave system in order to avoid atmospheric.
degradations, at lea-t in the i-itial experiments. Compare the signal in Figure 11(a) to
that In Figure 12(a) which is a computer simulated signal frcm an iceallzeo point scatterer

- . illumirrated with !nflnite wicth plane waves. The actual return is obviously not "ideal".
• The non-symmetric effects may oe .ue to polarization effects From the corner-reflector

since the reflector was not symmetrically orientated in the scannirg pirection. Also,
feeoback effects from the raflector irto the laser were evicent. Further, the output beam

". was somewhmt Gaussian sh'apeo with a full width at half power points of a-bout 'ICO mm.

For our computations the discrete version of Eq. (9) was used for unity magnification,
namely

U I(R,0) . u(P;l, Mý) CosL- cos(*-
u-u.- U m=1 6)

.where Ro a 1170 mm InJ j 0.0o50 , ano 4 a 351. The image snow-, in Figure 11(o) was ob-
tuned by taking a cut through image sapce along an arc of radius Ro as described by the
image samples

"2
Is x JU(R. q6*){ , 351

Figire 12ý() is a construction of the image formeo rrom the widealm signal. 1 n comparison,
l-'- the experimental results smfw the expected narrow spike from the corner reflector out witt.

a high level of Oackgrouno r'o.S.. !t is expected that some aocitionai processing, SuCh as
•.anOass filterin4 the signAl, ;mo1jld Imorove tht quality Of the image. However, It should
be notea, tt th eoreticaL •-÷-tlom of 7 mm at the target for a 100 me wioe Gaussian
".-w=avefront was achieved as cgmo.-1::tq3 ty the sXp.:ie~lmtal' results.

i .tw$•Mv 2Nr$. num•OIWn ' us
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Figure 1. One dimensional aperture width required
for 1/2 meter resolution as a function of range.
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*Figure 4. Hybrid synthetic aperture techniques
where a thin array is filled-in by translating

the array.
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APPARENT POSITION OF
Pn OBJECT POINT,

. SOURC

DETECTO

122 ~ ~ ~ ~ I //Vi2 AAWoes(9
13-

xCNNi



7

m.
re.

• j"'• R

*B ",i:': , e)
.o

SULVr.K•Sm*, • ... . .-.....
"'" SPHERICAL - .. "" -..

' °'• '•D

." CONVERGING L ,•,,,
/ --/ "- .-""J SPHERICAL € )

-'• / " HOLOGNLq
' "CREI'-COROI NG WAVE

• ;.. RECONSTRUCTION
' m SURFACE WAVE

Figure 7. Holographic recording setup. Figure 8. The processing rep;esentnd as • holo-
i graphic reconstruction processing.

%

' • /Pn

"\\ "., ,• LOCUS (CIRCLE) '
%.

Sj OF APPARENT
",."" Ik• MOTION| , ,'"VIRTUAL

- FRINGES,, -k- rtoure 9. Colltmmted case w|th the source andST_ • MIRRoRSCANNING deteC1".or conc|dentB
SZ• CENTER OF

" • ROTATION

I . _ _ .. _ . d•,,.COLLIMATING

.w OPTICS

." TARGETS
w.

. ..RRO, !,
'!

.. Figure I0• The experimental setup• "

" OETEC

,t ' OATA
# _',;" •[LE• ,'• 8S •k. RETROREFLECTOR.

:J " ,NMMW LASER --L_ ....
ii IL

Y.,,

SP• Vot 259 Mill• ORiatt9001/ t 23

,., . 14



LnD

000

'A ~a

o1 46 In-

IV 5

ILai - C
'SP .fl d

q, - 4)

CL

.c ..

40 c

40.

-toI

GD4 Vo iA n~nU( O



APPENDIX B

GENERALIZED IMAGING*
I

Carl C. Aleksoff

Abstract

This paper approaches the questions of what are the fundamental-' elements of an imaging system and what do we Mean by imaging. The wholechain of imaging, from the source of energy to the utilization of thefinal data is broken into attributes as the basis for further analysis.

I

.4

'This paper was presented at the' "Llmits of Passive Imaging WorkshopUMay 1983 and is published in its proceedings, pp. 21-26. Theseproceedings can be obtained from C. C4 Aleksoff, ERIN, P.O. Box 8618,Ann Arbor, MI 48107.
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GENERALIZED IMAGING

C.C. Aleksoff

The goal of this paper is to start our thinking process about what

are the fundamental elements of an imaging system and what do we
understand of these elements. The workshop goal is to identify those

areas where research is warranted.

The word *imaging* usually brings to mind the human type of visual

system consisting of a lens and an array of photoreceptors. Processing
is then done on the entire array of photoreceptor outputs. However, it

is clear th3t insects and other creatures have significant variations on
this theme. Man made scanning systems and synthetic aperture systems

also do not fit in that mold. It appears that in order to properly
cover all the possibilities we need to understand the whole chain of

imaging, from the source of energy and its properties to the very

utilization of the final data. What Is it that has not been exploited?

It is the much broader class of generalized imaging th3t we wish to

attack.

Imaging can be usefully subdivided for analysis into, the set of

categories Indicated by the boxes in Figure 1. They consist of

1. Illumination (of the scene)

2. Scene
3. Channel (scene to collector Interval)

17
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4. Measurement system (which consists of collectors and

dftectors on platforms)

5. Inversion (to generate an image' from the detected signal)

6. A priori knattledge (to help the Inversion or utilization)

7. "Imagem utilization (generation of a useful output as an input

for a decision making process)

In Table 7" thiese categories are further subdivided into descriptors that

indicate important attributes or functions of the categories. These

descriptors help guldv our understanding of the extent of each category.

(Notice that in 'Table I with respect to Figure 1 that the Illumination

has been. incorporated into the scene as a descriptor and that a priori

knowledge has been left out, but is intrinsic with many of the

algorithms associated with inversion).

One way of utilizing Figure I and Table I is to track a particular

system through the various categories and descriptors. For example let

us consider the human visual system.

Illuminator: Sun or other source of visible light

Scene: Reflectivity and movement

Channel: Atmospheric

Measurement System: Collector; Imaging lens (two)
'Detector.; photoreceptive array (two)
Platform; eyeball + head .+ body movement

Inversion:. Direct + binocular effects

A priori knowledge: Relative scale of objects for depth cue

Utilization: . Mensuration, change (motion) detection, etc.'

We certainly have not considered. all the possibilities in the above

example, but it does start us thinking in a systematic way about the.

system.

19
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Let us consider another example, namely, Aperture Synthetic Radio

Astronomy.

Illumination: None

Scene: Self missive, spatial incoherence

Channel: Free space + atmosphere

Measurement System: Collector; antenna array
Detector; microwave sensor
Platform; earth (rotation essential)

Inversion: Fourier tranfom of correlation between
sensor outputs to produce ,a sky brightness
map (image)

A priori knowledge: Non-negative sky brightness

Utilization: Source distribution, mensuraeirn

Reprocessing: Strong source removal ("clean" algorithm)

In many respects this system is very different than the human visual

system yet produces an "image." It would be Informative to track

through these categories and descriptors for other creature imagFig

systems, but I will leave the tracking up to those who are experts in

such systems.

As Indicated at the start, this paper was intended to stimulate

thought about Imaging and not necessarily present answers. However,

some observations will be made here. It Is clear that a priori

infoitation plAys a key role in extending the capabilities of many

systems that gather incomplete data sets. Modern computational

capabilities often allow this a priori data to be used where It was

impractical before. An example of this is iterative processing which

constructs an image from only Fourier modulus data and a nqn-negativit$

constriint. Modern computational capabilities are often essential, as

in the case of the Apirture Synthesis Radio Astronomy imaging example

21



given above. Typically, in t~his case an image is formed only after

intensive data processing (inversion).

Are there other key elements?

22



"APPENDIX C

LASER HETERODYNE RANGING USING A MODE-LOCKEU
LOCAL-OSCILLATOR FOR BANDWIDTH COMPRESSION*

Carl C. Aleksoff and L. M. Peterson

Abstract

It is shown that a mode-locked laser can be used as a local
oscillator (LO) in heterodyne ranging to bandwidth compress the received
signal. The amount of bandwidth compression depends on the difference'
in the intermode frequencies between the LO laser and the transmitter
laser, which can also be a mode-locked laser. Since the heterodyning
occurs on the detector, it is only necessary to use a narrow bandpasS
receiver that passes the compressed bandwidth to obtain ranging
equivalent to that obtined by a wide bandwidth receiver that passes the
"full transmitter bandwidth. Band,'idth compression of over 500 times and
one foot range resolution was exp rimentally demonstrated with a 1.5 GHz
He-Ne laser mode-locked transmitter signal was reduced to less than 3
PHz at detection.

/

4

*Submitted"o Optical Engineering for publication. Parts of this

"paper were also presented at the' Los Alamos Conference on Optics '83 and
• * published as "Bandwidth Compression Using a Mode-.ocked Local Oscillator

Laser" in the Proc'. SPIE, Vol. 380, 1983, pp. 239!247.
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Bandwidth Compression Using a M-ode-Locked LocaL-1scittaro' Laser

.. C. Aleksoff and L.KI. Peterson

rnvironmentat Rose: *ch Institute of Mich~gan
Infrared and Optics Division

P.O. Box 8618, Ann Arbor, mI 48107

Abstract

It Nas been demonstrated in a laboratory experiment that a mode-locked laser can be
used as a local oscillator (LO) in a heterodyne ranging syste, to sample or bandwidth con-
oress the received tignal. The bandwidth comoression depends on the difference in the
"Intermode frequency between the LO laser and the tranmittter laser. Bandwidth compression
of over 500 times was demonstrated, i.e., a 1.5 GRa Fle-Ne laser transmitter signl was re-
duced to 3 MHz upon detection. Since the mixing occurs on the surface of 'the detector only
a narrow bandoass receiver that oasses the c ressed bandvidth is necessary to obtainranging equivalent to that obtained by a wide andwidth receiver that passes the fulltranssmittev' bandwidth

Introduction

In laser ranging systems and in laser radar (LADAI) the resolution of the system im-
o'oves as the bandwidth of 'the transmitted/received signal in teases. Basically the best
range resolution AR for a monostactc LADAR system is given bvi

-,he-e c is the soeed of light and 3 is the bandwidth of the eransmitted/recelved "ignal.
FM m •vstem that transmits pulses of width T, for example, using- mode-locked lasers, then
- T- 'can be substituted Into Ko. '(1). However, in general, pulses are not required
and other waveforms such as linear chirp signals can be used to minimize peak power levels.

.Tvo'callv, the larger the transmitted bandwidth the larger the detector and receiver
,. bandwidths must be to utilize the signal and obtain the best resolution. However, the

cechn;que 4escribed in this naper alleviates the detector and, receiver bandwidth require-
*nent by taking advantage of the low bandwidth occupancy of mode-locked lasers. That is,

,* '.asers often emit only in discrete longitudinal modes with no emission between the modes.
.e t a node-tockid laser the nodes are phase locked together to form the pulses chavacteriz-
in% such lasers . Further, since the information (modulation) rate of return from a tar-
zet is often low then this information can be redistributed to lie between the modes in
such a wav as to reduce the overall bandwidth requirements on the detector and receiver.

Basics

' 4 T',n technique, which we denote as differential mode-locked Laser (DMLL) ranging, uses'
•, o separate mode-locked lasers. One mode-locked laser is the source of the transittte4

-, v and the other is used as the lo-.al oscillator (LO in a heterodvne type of setup3.
1-11 tV be the transmitted signal and s0(t) be the LO signal, and SI(fM and SO(f) their
stlecera (Fourier transforms), resoectively. The signals are related by. the Fourier trans-t '-n retacionshio

S -2rift
S(f) 0' Js(t)e dt (2)

no mode-1ocked soectral signals can be written as

*4* a 6 ( f n ( 3 ) %
€. n

, (l . bnd(f * nr I fO, (4)
n

'q ich'has the time signal descrtation

exef-2V(A" f 0 )tl (I1
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*, 1 here fO is an arbitrary center ootical frecuencv, FO and F, are the intermode frequency
* differences for the LO and transmitter signals, resoectively, a, and b are the (comolex)

mode amolitudes of the LO and transmitter signals. respectivelv and is the LO offset
freauencv.

If s9(• Is transmitted and scatte-ed off some tartet then the received signal s2(t) can
be written as

*sz(t) -E c s 1(t - t I 6
q q

#Ehere :3 is the round trip delay time 'and c is the effective amolitude scatterting coeffi-
Cient asociated with the ath scatter" of •he tjrgec. In general. tq-i a funrtion of time
If 'the target is movinx. Substitution of Eq. (5) into Eq. (6) gives

-s2(t) Eh Wb@N eor-2 T(t 0  nFt * d)1 (7)

w+here

' (t) -Ec exp(2wtif 0 + nFt * td (8) :
,, q

In the above exoressuons. d is a frequencv shift that accounts for the nominal Doopler
shift of the target. The received complex s"ectrum Is obtained by taking the Fourier
transform (V• of Eq. (71, which gives

S(f) E- ~bH (f - fo - ti?1 - d) (9)

"%where Pn (fN Is the FT of hn(t).' The quantity Hn(f) describes the soectrlt saread of the
nth mode due to the tafaet. Tvoicallv, the spread is limited, and we assume that it is
limited to a bandwidth W', i.e.0

.,4 •(f) - 0 for IfJ f (101
3n

IiThe detected signal 'for sufftcientlv fast detector and receiver ,lectronics is given by

- s 0 (t) s 2 (012

Soso , a 22 +'0S2 sZ' 0 (11)

w ,here r .eoresents comolex conjusation. The detected spectrum is then the FT of Sq. (11).,
w hich is

I " (f) + X(0 *X 22  02 X20 (12)

* where the correlation soectra art defined vý&

x2" 0x"M :(f) Sn(f)

SfS*(P)S,(f' *f~df- UP1

f ter iAf stttueron of to. 3) and Eq. 9)O the vatrous eorr.•Lcioe soectr ate

12 Z .b',b 4,(f *ny 1  * , r4 ,f ,Ft? (1MI

.,i-~ b~atI~~ .d kif.nr f) (40 1
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"These cor--elation soectra are shown fn Figure 1 for a simple illustrative case of two mode-
locked lasers with just three equal amolitude modes, i.e.,

0S(f) df -to nFe-4f) (181
S.4 -m '

.*1

"91(f) - • f t- - (19)
.A, n--i

and a return given by
+t

S,(f) rect r(f - fo - d - nF)i/WI (20)

The ootnt to note is that under certain conditions the received spectra it available as a
"band comoressed svectra within the detected spectra in the regtou W/2 < f < 1 /2, i.e.,
as illustrated In Fizure l(S) within the region ipbeled "bandpass" (compare with Figure
!(a)). To quantify this observation !at

-" P < Fo

SUn(+ - 0 for If W/2 (211

i : e- -Ti'/
an

f F A1

I The bendvass region f~p then ranges from W/2 to Fl/2. We can get
., * - V

C. N~•I lr.. (22)

nodes Into the oassband without overlap. The limit is when we lect F -W than

N a - - (231

Tf the above conditions ire. satisfied then we can bandpass the terms in Eq. (i1,) for which
"n k to obtain the real Part of

n (f) b -n ( f n - f) (24)," ~n•

-. ,.-R IF -Fo F; amd f( -*f - d. Comoeartson of this Equation with Eq. (9) shows that
atl the Oesired terms are orisont, however there is a difference in that a weighLing an
exists and the frequencv direction is reversed. The conjugation is not significant #Ince
the terms are seoarated and only the reel cart is used. The new carrier fequencv f and
"the ,ew Intermode soacintg A.Fre contrc~liable via 4f and FO. If the LO laser has un form
"amol.tude modes. i.e., an1. then the ftit:eed oucouc is exactly of the =e form as
"'• exceac time to reversed, •which is not significant., What to imoor+In+ i1 that the
"sfanal mode soacinq has been comoreseed by the racto

* . (25)

, which is the desired result.

Exnerimental Results

The exo'ormental secuo Is shown in 'iqure 2. TWo. HI-Ne lasers were mode-Locked to the
frequencIes F0 and Fl. which for the results Presented were about 73.94 MN: and 73.80 MHz.
"" aeso etvev. The mode locking tes accomolished via Intracavitv 4coustic celIs driven at

half the mode lock Frequencv 2 . The mode-lock 1ffference f equeev was 4, -
o 140 kHz. The signal. detived from the mode lock RF osc TLalors via a mixer Th:1f this
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frequency and is used So synchronize the osctlloscooe connected co the output detector.
The laser ooa.•actnt aC frequency FL vas used as the ctans•iccat so,•roe (fcs lizhC
illsin•ted .'he Cat•ac•. and cha laser ooatactn• aC frequency F0 was used as the LO laser
source. The LO las•.€ sad one of its cavity mirrors mounted on a plisse[acetic translator
•n older Co €ontrol the laser cavtC• lanlch which determine the LO offset frequency •f.
A half wavelength chanqe tn cav/Cy •Lenqch aLLows a •uL1 7; ,•Hz of chanqe in '-f. Both
lasers were monlt:ored by a htth spied detector connected co smLtnt os¢llloscooe• and wet•
also monitored via an oottcaL soecttm analyzer.

Ll=ht scattered from the carte: sis combined with the LO ltllhC by • bemplittet and

the Cvo tcsuLclnl combinations wet• detected with cvo dec•coots. O•e detector. • •asc >2
-• G'Hz cutoff •tequm•cy dec•coot, was €onnected co an elm:cttcaL spectttm analyzer co observe

&he encLre eLectricaL spectrum, while the other detector, a ILov <70 Mlqz cut•if •tequency
deck=tot was fed co an oeciLloscooe via a fiLcat co observe the desired filtered time stq-
niL. XC is noted Chic this t• a hecirod•me technique and hence, that the way•EL•its of
the cue Lt:ht fields have co be aLiBied accurately.

Figures 3 and • she,* semi of the results. Fiqute 3 Presents the results •ot a CaLKer
€omooeed of a sinKLe point scatterer, and FIRu=e 6 •or cvo point scatterers se•ltaced by
about 14 inches. Ft!lutes 3(al and 4(a) lhCm the time outputs st the cue Lasers. The pulse
width of the aide-Locked •stout was about t neat: F[qutes 3(€1 aud 4(e) show the optical
sVecttJ of both Lasers simuLtaneousLy. The tea•LuLls• of the spirits1 spsN=t•tl m•ll•el:
(-20 .•lz) was not sufficient co seoetaCe out the Lye s•e•tta •ot c yptcil.opgtattoa wbe=e.
the ,offset betveen the €•o sv•=cta was about L0 HHz. such as for FtSuct J(€). Homeric, zn
F•tutI 4(el the •) offset. •. vii sit (for observational puLp•ill cmLyl It about 37 HKs
so chic both sets o• modes ate distinguishable, i.e.. each aLcetaative peak €o=:espm•is •o
• mode of the sm Laser. Each •aset oscillates in about 20 tonstcudinaL :mdes sp=eed •vet
about •.5 GRz. Thus, for direct obeetvacloa o• the laser •iqn•Ls and is= tansinq, the de-
tee.€ot and receiver eL•ctonlcs need about 1.5 G•z of bandwidth. Xndeed, the level curve

• *in Figure 4(f• shovs dlrect tanqlm; results uslr• •IsC' detectors and elicit•ales for the

two •olnc scatterer case.
• " The •over Crete tn both FZsute 3(b1 and 7tj;ute •,(b) ahoy the desired filtered t•me sill-

nat from the CaLKer afoot heCetod•mtnK w•th the LO •i•ht, Fillutb 6(€! shove the output
after a rectification scase (€ome•re with Ftl;ute &(•. Notice Chit the t•me scale is 2
;sec/dlv in FtSutI 4(€) and • ns•€Idlv in Fisute &(•. The Compatiso• shove chic the blnd-
'a•dCh €omp.,'esston rot- €tme slou, dowtt• is €onsist•me rich cht e•pe4=Ced rat:to Of FI/•F "
500. Noctce the €•e reversal phenomenon in Flqure &(€). ALChousb I GILt teJpOnJO detector
is required co raise resolve the two car•ecl in rtsute &if), only I •MI response detmotot
iS required in rl•;ure •(€•.

•,•ute 5ral shove •art of the detected etectttcsl soncttum.fO• a situate point cltqet,
similar co chat shotm {n Ftsure 3(d) buc on an expanded" scale. ALso. the •ode-Lc•=ked dif-
ference frequency AF was (•cteaJed Co •38 ,kHz, which makes the individual modes more evi-
dent. F(•ure 5(b• shows €•e same specCrua but dlsptaved uslnS an ace•ace•Solo (ASS spec-
cru= analyzer seCuo co=•seed of a l m•/ He-He Laser beam tLlmtnstin• a Sra•q AS ceLL (-20

• •Iz bandwidth canceled ac &O ,•lz•, a lens Co produce the rr. sad a LOL& element Lineal de-
tector array at the Ft" •Lane. The detected stKnmL from the •rL setup wls directly Eed
into the AO celt. The AS •eneraced spectrum for the two point cat•let €•se ('-16" seosta-

Scion• !s sho•m in Ftsure 5(€t. The expected (--L €•:Le• stnusotdaL enveloo@ on the indi-
Svidual crose-corrsLaclon spectra •s cLearLy avldan•. AqItn a G•ez band•ass phunomenon is

, dis•Laved uslr.q a ,•fl•z ban•oil's device.

Conclus ions

The €onceit of reductnt the bandwidth requirements on the detector and tscatver eL•c-
/ €-silts'for laser rsnKine as•attica•is has been demonstrated co be feaslbLe by usinK a

S•de-Locked ttansatccer Laser and a mode*Lucked Local osciLLator Laser. r

This vo-k was sue••reed by the U.5. Atav Research O•f•ce.
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Figure 1. An examole set of S•pectra for a 3-Mode liaser. fl Te targetC signal spectrum.(b ) T t local_ oscillator _occrum. (c) Tar-get signal _ _ucoort_ aton spectrum. (d) Local
oscillataor autocorrolation soectrum., (a) T[he cr €oss-correlaicon specr~um. (f I Th~e
X,)0 cr'oss-co'rrlacton spectrum. (it I The coca, d-Ole1:ltion frect:'mn. Th) e outp•ut fIV.;
ti~red Ioectr'um.
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0 37 MHz

FREQUENCY

I• (d)

TIME '-.-.I I FREQUENC

(6) 37 MHz (0)

_4 I*_74 MN
FREQUENCY

(c)

"?-eure 3. Exoerfmentel resules for one ooint Car•et: (aW The two He-Ne mode-locked laser
Outouts (last detectors and samonHnR scooo acquistrIonl. (b) ToD trace: the differencesizna' be•ween the drive signals for the mode-lockers. Low.r trace: 'the received signalafter .hec.rodvninz with the E.O -ode-locked laser lixht and handoass.filtering. (c) Thenoticta Anectrum of both lasers.. (d) Part of the electrical soecti.tui of the detected sjg-Mal. The soectrum to be filtered Iq centere4 at aiLout 32 MH2,or 42 'Hfz. (e) An exoandedve-sfon of the electrical soet;t-um .howing the oart of the "oectrum that can be 'bandopassedto obtain the desired outouc.
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F~iure 4. Uxoetimental roe Its For two Point targets seoarated by 14 inches. (a) The two
fe-Ne mode-lecked laser outouts acqufred via fasc detectors and a sampling osctlloucope.
(b) Too trace: the difference sienal between the drive signals for the mode lockers.
Lower trace; the received signao, after heterodyning with the local oscillator light and
bandoaso filtering. (c) The filtered signal after rectil~cation. (d) Pare of th* electri-
cal spectrum of the Aetecte signal. The desired soecerum to be filtered is centered at'
about 27 ,Hz. (el The 'ootcal 'soectrum of both lasers when the LO offset frequency. is
about 37 MHz. (f) Uooer trace! the transmitted oulses. Lower trace: the received signal
for 4irect detection with ýast detectors and samoling scooe acquisition for the case of
V0o point tlrgets.
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F_ -y -pm.

37/l A,

F•RMENCY----,
(b) 4.

A

V7 MH

FREQUENCY-
(C)

r~gure '. Electrical soectra of the detected u=i'Ial. Horizontal scales for all the
Hizures is 2.1 MHzlilv and the mnode-lock difference frequenCY Is 638 kHz. .(a) and (b) show
1 one Doint cartec resoonse and (c) shows the response for two -oit. targets with a 16 Inch
qeoaration. (a) shows the tesoonj. with a Tektronix 71.12 electronic spectrum *analyvzer.
(S)~ and fc') are AO~ cell. generated soectra. M4easured revolutioni of the AO soectruni analyzer
.4as 230 kcIz.
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APPENDIX D

TAPPED-FIBER SPECTRUM ANALYZER*

C. C. Aleksoff and T. M. Stachelek

Abstract

An optical spectrumanalyzer was experimentally demonstrated that
consisted of three main parts: (1) a periodically tapped optical fiber
to produce a sampled one-dimensional spatial signal, (2) appropriate
optics to produce a spatial Fourier transform, and (3) a holographic
matched filter to (In effect) phase correct all the optical taps.
Alternative potential configurations and signal processing operations
are also presented.

*To be submitted to Optics Comwuncatlons for publication.
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APPENDIX E

OPTICAL-HYBRID BACKPROJECTION PROCESSING*

C. C. Aleksoff, I. J. LaHale and A. M. rai

Abstract

In some synthetic aperture systems, the data gathered from a single
transmitted pulse samples the 3-D frequency space of the object. A 3-D
image can be formed by taking a 3-D FT on this data. However, the data
are often in a form that allows backprojection techniques to be
efficiently used to generate the image. We describe an optical hybrid
coherent backprojection processing technique that uses a 1-D spatial
light modulator, a coherent optical processor, a 2-0 detector array, and
some simple computer post-processing to produce the image.

F

*This paper was presented at the 1Oth International Computing
Conference, "Unconventional Imaging and Unconventional Transformations" N
April 1983. PublIshed in the Proc. SPIE, Vol 422, 1983, pp. 89-95
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OPTICAL-HYBR 10 BACKPROJECTION PROCESSING

C. C. Aleksoff, I.J. Lataie, and A.M. Tal

Environmental Research Institute of Michigan
Infrared and Optics.Division

P.O. Box 8618
Ann Arbor, Michigan 48107

Abstract

In some synthetic aperture systems the data
gathered from a single cransmitted pulse samples U(i) Uj() ***A(j) (4)
the 3-0 frequency space of the object. A 3-0 U
image can be formed by taking a 3-0 FT of this
data. However, the data are often in a form that where
allows backorojection techniques to be effi-
ciently used to generate the image. We describe A(!)-93"a(f)(
'an optical hybrid coherent backprojection oroces- (5)
ting technique that uses a 1-0 spatial light
modulator, . coherent optical processor, a 2-0 is the 3-0 spread furction and * represents a
detector array, and some simple computer post- 3-0 convolution. We note that an active area of
processing to produce the image. research is the extending of tV. aperture by

filling in the frequency data. e.g., Interpola-
Introduction - SackoroJection tion and/or extrapolation, but our only

consideration in this paper is to use the data
In such radar ancf laser radar systems as directly r6].

spotlight synthetic aperture radar (SSAR) and Often the data can bo described as being
those that image rotating objects, the construc-
tion of the 3-0 image U(T) can often be de- gathered along straight lines that go through
scribed. as' will be show later, by the 3-0 FT the origin, which we will call polar lines. Let
(Four.ier transform) Fl-S L(f, T•T define a polar line (of delta width) in

the direction of the unit vector * S. NoW we
note that the 3-0 FT of a polar line is a plane

U("l *.7 3Lu (I) through the origin, which we will call a polar
plane [7,83. Namely, we havef f(;, I dP .i) L ,. ) (6)

where U(;) describes the (complex) image ampli-
tude io coordinates x . (x, y, z) of the image where P(x, b) describes a polar plane with delta
and u(f)• describes the available (com"lex.) data support in the direction of its normal b.
in cood'inates f . (fx fy, f) of spatial Now we consider the case where the data in
frequency space. '4 can write frequency space lies along polar lines as can be

- - - described by
UWf a AMf) t0(f (2)-

and

where uo(f) represents the spatial frequency u;(f) u(tla'(f). (8)
descriotion of the ideal image Uo() over all
of soace and VaI) represents the 3-0 aperture ere.,'a.',) is the part of the aperture function
over which the data was gathered. Often the data
on!y lies on some 3-0 surface, as aill be shown lines orientated tn the direction, o i.e.,
later for some sopeific examples. In any case. the total aperture description Is
01e actual reconstructed image can be described
as tve 3-0 convolution of the spread function
with the ideal function as given by a(M) . a'(f) Wf. I'). (9i
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The irna;e. i.c. the Fr of .i;) as given by Eq.
•7), cai oe ý.ritten as

.x cos i L!)

where " .

0'_ 

I. n -4

'"{•o. n) V P, i ,, tn) *.

Uý () Uo( j) ,p*A'(i) (12) a -

and Xn IXXn fn X ffn such that

' fl • 1(13)

The quantity U"o (.) described by Eq. (1I) is Figure 1. The Backprojetlon Technique
known as the Radon Transform of U,(.), and is

obviously just the integration of U10 over
planes. i.e.. the convolution operation 9 f U'o
mith P(.). The values of U.0 for fixed n UM( W(x Cos %) (17)

is described as orojections of U-o(*) r7]. n ,"

Thus, we see that the final image formed with ,

this data can be considered as the sum of the where on is the angle between vector to the
Radon transforms of the ideal image convolved desired reconstruction point 7 and the polar line

wilh the oartial spread function A',(). direction in. Thus. it is only necessary to

Let us now go back to Eq. (7) and derive the Sum backorojected scaled 1-0 FTs. We will demon-

operational FT form that we seek. Since L(') is strate this type of orocessing optically In a

a line delta function we can write later section, although not for the 3-0 case but
rather for the 2-0 Polar distributed data.
However. the conceot is viable for the full 3-0

U(f) Uo(f )a'(f n ,,)L(f, fM). (14) case.

m n J ~~Complex" ,,,

emnhaslz.ing the one dimensional nature of each projectlon

Ii " of data by,lSing rn " ffn, where it is 1-0 FT Back-

understood that ',, is a fixed unit vector, formatting projection
(Ience. the 3-0 FT of u(,I can then be written as

U(P -*Wn(.)L(7. M) P(. ) (15
n . Complex Amplitude

whersectrum 
3-0 FT image

If autocorrelacion modulus

And Frequency Intensity

n *.correlation 3-0 FT .image

The luantity W(.) is the one dimensional •¶ along 1 FT ,

the nt, polar line. The operation descrlbed by formatting Ba

Eq. (151 is known as backcprojection and has the f .j

simple geometrical understandtnq 1llustrated in Intensity

Fiiure 1. Each 1-0 FT Is backo'rojected along a , projection
'iie normal to (, and ,Intevsectino the desired

-econstruct!on ooint Ir. Thus, we can rirs' very/
simply that ;igura 2. :;-age Transform RWelationsnips
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3

rigure 2 snlows a block diagram of ways to where ~(Fol is the scattering coefficient. kreconstruct an image. In coherent Systems the.th wae nnedata and image Can be conolex whereas in inter- e v nm r
ferometric or tomograohic systems the image is k . Z 2(9nonnegat ive. The advantage of going along a k(-7,
backorojection Path rather than a FT path is for
computational saving. For exampole, the use of vthe temporal frequency -and R 11-?4the FFT in digital processing requires the data tIntegrating over the object (a lthe scatterers)
to be on a ;aralleoioed grid, which implies that gives
if the data not fall on the grid points that
interoolation is necessary. T'he interpolation
comoutational burden can often exceed the FFT
comoutational requirements by many orders of ik (R1 +R 2)magnitude and makes the FFT based technique S p k2 r7 e di: . (20)*unattractive. K I-K-2 -

There is also a difference as to -where the
data are gathered. In tomiography the In the far field we can let
projections are the basic entity gathered ;r-ri . r0 r ()whereas in synthetic aperture systems'frequency R ~ ol-r -- 1 (1
space data are usually the basic entity gathered.

* in the exponent and let Ri * rj in the denomn-

Source t e
2 ik(r1 ' 2 +r2ri.

S redr0 (22)
Receiver f1

and

Eq. (22) is a basic result which states that the
received ýignal is proportional to the 3-0 FT of2 the object scattering function when the spatial
frequency is properly interpreted.

We would like to invert Eq. (22) to find i,
from S. In the cases of our interest the in-

Y version is helped by the fact the frequency va is
r centered about lome carrier frequency, and hence0 the'effect of k4 is reasonably constant enough

to ignore. Furthermore, the rate of change of vaObject is small enough to allow the above first order
(qua Si-CI') analysis. Also, rl and P2 do nottypically vary enough to have to be taken into

A account other than in the exponent where the
variation of k(r1 4- r2) is significant. inFigure 3. Bistatic Imaging System GeoIiltry fact, to account for this factor the received
Signal is multiplied by a function proportional
to exp(-ik(-rl + r2)] to remove its effect
and truly establish what Is known as a MCP.
(motion compensation point) in'space fixed with
respect to the object. The IMCP corresponds toSynthetic 4certure gasics the coordinate center of Our frequency space.Thus, with these modifications and understand-

Consider a coherent blstatic'synthetlc aper.. l¶gS. we can,say that the image (estimate of the
ture imaging System that illuminates an object scatterers) is given by
or Scene from poSition 7i and receives the re-
turn at Position 'F2 . See Figure 3. The co- zi ,

M Ordinate System is assumed fixed with respect to 2' Sf) dl (24
the object. For a Monochromatic scalar E.-field r'analytic Signal) description, 04% received fSignal from a differential element scatterer at where the integral is evalsuaied over the support71 is given by (witt.ln a comolex constant of the available data points in freqency space,multiolier) i.e., over the 3.0 synthetic aperture. Notice

*(~ 'R~ -lthat the aperture Is Created by changes in the
1S;)R expoikR )kR' exp(ikR, )d ~ sottial frequency f asdetermined by the paraim-

(131 etenrs i 2. orV

I 37

'Yý -*,



4

"f

Flign t path Z

/ f2o olar data
/ •lines on a cone

f

* p.
slant plane Ac yata projectoa

onto Af . 0 planef

(a) )1 b oPolar lines in
slant plane

Sspacta prJet•ied onto
z '0 plane

(b)
(b)

Y Figure S. rmaging a Rotating Object. (a) Data
Figure 4. Spotlight Synmthetic Aperture Radar. distributioni in frequ~ency space and project'.on
(a) Acquisition geometry. (p) Data disitri- of the data onto the f a 0 plant. (b) Re-
bution in frequency space. suiting image slice dui to 2-a FT processing

projected data of Fi~g. 5(a).

"line of data in frequency so, e corresponding to
,"aoing System Examples the line of sight direction o the motion com-

pensation point, as indicate4 in Figure 4. All

Consider a SSAR (Spotlight Synthetic Aperture plane, since the radan is tr velng along a t
Radar) where the aircraft carrying the radar straight line. The general .- 0 probl•u can be
flies along a straight path and ketps the radar considered here to deqenerat into a 2-0 pro-
oointed to the same are.. The radar transmits cessing problem since all the data lies in a
F14 linear chiro waveforms and also receives the plane, i.e.. the aperture is in the slant plane,
returns. Thus. Eq. (241 holds and Eq. (23) and hence'the spread functi is infinitely long
,eomsin the direction perpendicul r to the slant

.- (251 plane. Thus, the image is at best a 2-0 projec-a 2r'uc tion of the 3-0 ideal image a ,to the slant plane.".4• The required processing is si •ly a 2-0 FT ofSwhere r * ri . r 2 for this case. If the the polar formatted data.
radar frequency is chirped from VI tO '7,
"then, as given by the above equation, the fre- Let us consider the case IF a fixed radar
.uency. vetor direction is stationary but the imaging a r•tating object. L t the radar trans-
vector magnitude varies from f? to f? where mit FM linear chirps from fre incy V1 to v2.
.' - 2ý,vIic. rypically, the chirm p]lses In our coordinate system fixE to the object the
are short enough for P nat to change signifi. radar aopears to move around he target In a cir-
cantly due to the aircraft motion. Thus. we see cular path. Placing the moti vt compensation
that each chiro produces a section of a .olad point on the object rotation is produces oolar
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lines of data that lie on the surface of a cone
as illustrated in Figure 5a. The finite chirp Coherent
truncates the cone surface between radii of f, (source Detector array
and f7, where fi * vi(rl * r 2 I/c- The ' Image
spread function for a truncated cone tends to
look like a hollow cone. Typically, the 3-0--
freouency soace data can be projected onto the - r
-fz . 0 Plane, producing a 2-0 polar formatted
signal wnich can be processed with a 2-0 FT to
obtain a slice (z a 0 planel of the object. See
Figures 5a and 5b. Scatterers that are not in 2-0 polar Ia
the slice plane will produce rings instead of inpit lens
points, I.e., s~lices of the spread function 1. Figure 6. Classical Technique for Optically FT

.otical B3ckorojection Processing Processing Polar Formattea Data

In the previous section some examples were
given as to how 2-0 polar formatted inout signals Meory
can be generated. Figure 6 shows the classical
technique for optically processing such an input. Ref.
The polar lines of data with a polar offset source Rotatable

•. ,s patial modulator, e.g., density modulated p~ to I nputt array. • -•
;•', graphic film. The signal is then coherentlylluinted and the FT is takenopical

•'•., rodiuce the usual conjugate images. Cne of the
•..- images is then detected for further analysis.E; n its siplest terms this process can be 1-0 8.SS . described by writing the input as S•R

"vf U*2Inr lo (~f Bcpoecstio-

. n (26) Figure 7. The Optical Backprojection Processor
•'. where S is the bias, h the polar offset vector, I h bv ehiu l h nu aa

and 
lines are 2-0 Fred simultaneously In parallelS exr nF)and coheretly uiedat the output toprdcUnp(f) - IUp(f)I eplnf] (27) the image. An alternative technique, which we

". ~call the backprojectlon technique, is to 2-0 FT
=are " JUSt the Individual terms of the summation each line secauentially (in real time) and then'.-.... iven on the right hand side of Eq., (141. Nottce coherently sum them in a memry as Is illustrated:.;. in this section that the coordinates and vectors in Figure 7. The detector is rotated to theS~are all understood to be 2-0 rather than 3- as proper angle for each Inpu line. The motivation

in the earlier sections. After the F'T by the for this alternative technique Is to avoid 2-0S!ens the pocessor output am1ltude Is given by spatial modulators, whIch are too limited in•..:their capabilities for our use, and Instead take- advantage of the newly developing technology of•'V(il , s.(() -Un F ) * U'(( - h) (281 spatial detectOr arrays an~d the mature technology4•n1  of1-0 modulators, such as acousto-optic cells.
,• The backproJectlon technique can be describedSwhere U~n('1 is the FT of Up(-) and * reore- by letting the input be given by

senta conjugation. We can identify U(j() with
tha term in the sufnations in Eq.-(10) or Eq". - " 1,(F i - -TThK51 at* is, Ur. i e oyr resents the Vn ~f) " 9 sf) e * Un(f)I co S (2~fehh., ).;nth ba k rj c t n a d SUCh backprojectlons (30)• "occur naturally in this system due to the input- where Ca(trlei' Ig the referesqce wave (a phase• ' ormatting and the FT opDeration. The offset controllable point source at the origin of they.vector 15 is lked to separate the, twe images input planel. The output of the processor (a-- away from the zero order. Detection of one of . -0 Fr) is given byS these images gives

hi 1 ~Up( - -I*U (i- hI (311
: ::: l~a ic is the desired result.
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Polr etector
-he detected sional, for one of the image terms PlrDtco
alus the reference wave i Rotating input array

- j e-h (32) ..... t; "

as Lasr
- -e-; MS Display

Only the last term of this expression is desired.
"It can be isolated by using the reference wave

- - ~ Phase. Note that coserPhas Computer

""ni01 In Ei v)- 2C U ( h) cos Figure 8. The Experimental Setup to Demonstrate
"(33" Optical Backprcjection Processing. Notation:

L - lens, T - e translator. S - stopper motor,
t) l(' Z n7- h)S ,n 65 - beamsplltter, M - isirror, and FT - fringe

"detector. Solid lines are electrical, dashed are
Thus, we can obtain the quadrature comonents optical, and dotted are mechanical connectors.

and 0) by shift~ing the reference wave by v/2 in-

crememnts for each line input and then suotracting
theo Correct components. The subtraction is done
digitally and the results are stored in a digital the fringes. The detectors were operated in a
memory. The detector (or input) is rotated to difference mode, and their output used to drive
the next position and the Procedure is repeated. a lock-in mplfier. The output of the lock-in
The running smups of the and Q components are mlifier was used to control a piezoelectric
. eo. and the image at any time can be calculated mirror In the reference beaw path. In this man-
as the sum of the squares of I and 0 to'give ner, a feedback loop was created which served to

-"2 freeze' the fringe pattern onto the detector"'.., ~~ ~ ~~~ ~~ p().n1• U(•"•' ,( air, i.e.. t.o keeo the relative phase between
1, n t•he object and reference waves steady. By moving

the detector pair laterally across the fringe
pattern. this freezing effect shifted thewhichrn isth dsie rsut. Senq.(2)

.which is the desired result. See. Eq. (29).. reference wave phase by a controllable amount.
The save feedback loop also served to remove

I 'Experimental Setup slowly-varying fluctuations in the relative phase

of the two beans, which is also necessary for
The actual experimental implementation dlf- proper performbace of the experiment.

fered from the conceptual description given The data acquisition and system control
above and tended to be set up as shown in Figure functions are performed electronically by both

3. The experiment was performed in non-real analog and digital emipment. The overall systemtime. and for" convenience, the 1-0 data lines is controlled by a Tektronix 4054 Graphics System

,Pere generated by imaging a narrow slit onto a Computer. Image data from a GE TN2!O0 camera in
2-4 ohotograohic recording of the polar formatted standard interlaced-field TV format, is digi-
psatial frequency data. The input data and image tized by a CVI model 270 frame grabber, and these
olant were held stationary relative to each 6re supplied 4n digital form to the 4054 vi a
other: the rotation of each polar slice was dedicated Interface. The data is stored by the

7ac i nvdiste~ad by rotating the slit. Th oa 041 .an uiliary memovy capable of o in
o srocessed aperturewas determined by the number two full 16.bit grey level images (2 x 2Z5• x

S• of slices coherently summed and the width of the 16.
• . slit, both of whicl were allowed to vary. The

advantage of this setup was that by fully opening The system reads four Images into the
"up the slit a classically processed coherent graphi cs cmmutier for each position of the ape'-'

"" nmaoe could be generated and directly compared ture slit, with relative Phases of 0% Igo', go.,
to the image processed from projections. -90' in the reference beam,' and performs the

SThe image plane dataI was sampled using a CW, necessary calculations to generate the I and Q
arrayc er The requei redataws suracuions f t images containing the desired information. The

array cameran The q ed uired subtractions for the aperture is then rotated by a specified amount,an-odash and ruadraceure (e and Q) comoonents wes o
* oerformed on a desk-too computer which received and te proedu re poeated, i nning sum of t",

the digitized data from the C array. The phasean iag t keo in ti mmo .

shifts %wre Introduced into the reference wave The data collection (i.e., image formation
by monitorlno the fringes caused by the inter- processinq) did not run in real ime., requiring
ference of the reference .eam and the undif- aolproximately 45 seconds per subaoerture. An
f-acted (OC) portion of the object ýeam 'with a image generated from 64 orojecttons therefore
Pair of detectors waose spacing matched that of requires about 45 minutes of run time.

o.

40
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A Basic Result

A bas4c result is Presented in this section
for a single point target, which serves to
represent the "impulse response" of the back-

* projection processlnq algorithm.

* Figures 9a-9c show experimental results for
*the reconstruction of the caint target. In all
* cases, the length of the slit in the radial

!ranqe) direction is 18 rmu. Figure 9a is a Der-

Soective Plot of the impulse response of the
slit, which in this case "as a width of 0.2 mmU.
This can be viewed as a single backprojection.
Pigure 9b shows a plot of thoa image obtained by
backorojection processino of 64 subacerturel.
The "compression' relative to Figure ga is quite
obvious. The effective total acerture is 18 x
12.8 mm. Figure 9c is a plot of the point target
image produced using a real aperture of the Same

* dimensions.
* Conclusions

It was shown that backprojectlon processing (a)
can be a viable processing technique for cases
where the Fourier frequency space of an object
is sampled along polar lines. Imaging radar
examples were presented that were characterized
by data along polar lines. The concept of an
optical-hJybrid backprojection Processor was suc-
cessfully demonstrated experimentally. The
Potential for using a 1-0 spatial light modulator
as oart of a real time SyStm makes the technique
very attractive.

This work was supported in part by the U.S.
Army Research Office.
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"GRATING-BASED INTERFEROMETRIC PROCESSOR FOR
REAL-TIME OPTICAL FOURIER TRANSFORMATION*

Anthony M. Tai and Carl C. Aleksoff

Abstract

A processing approach is introduced that is capable of performing
1-D real-time Fourier transformations on the intensity distribution of

San incoherent optical input. The processing approach is based on
grating interferometers, and the resulting processors are simple in
structure and easily Implemented. Possible processor configurations
together with experimental tesults demonstrating the operations of the
system are presented. Analyses are given comparing the grating
Interferometric processor to the Michelson stellar inte.ferometer and
the classical coherent optical processor.

i

"*This paper was published in Applied Optics, Vol. 23, No. 14, 15 July
1984, pp. 2282-2291. This work was also supported by ARO Contract
DAAG29-82-K-0173. Part of this work was also published in the Proc. SPuE,
Vol. 422. pp. 99-104.
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Grating-based interferometric processor for real-time
optical Fourier transformation

Anhn M. Tal and Carl C., AleSoff

A processing approach is introduced that is capable of performing I-D real-time Fourier transformations
on the intensity distribution of an incoherent optical input. The processing approach is based on grating
interferometers, and the resulting processors are simple in structure and easily implemented. Possible pro-
cessor configurations together with experimental results demonstrating the operation of the system are pre-
sented. Analyses are given comparing the grating interferometric processo to the Michelson stellar inter-
ferometer and the classical coherent optical processor.

L hdroductian restrictive class of operation. For example; complex
The Fourier transformation is a basic operation in Fourier transformation has not been demonstrated.

many signal processing applications, and it has been Cosinusoidal transformation was demonstrated by
implemented by various optical techniques. Coherent Mertz and Rogers8 using a shadow casting technique.
optical processors' can perform Fourier transformation Such a technique operates in the geometric optics re-
in real time, but they have several familiar limitations. gime, and the achievable space-bandwidth is conse-
Most coherent optical processing schemes require the quently small. The optical vector-matrix multiplier 9"10

Suse of an incoherent-to-coherent converter which re- can be configured to perform Fourier transformation;
duces the system speed, dynamic range, and linearity, unlike other-more conventional optical processors, the
An achromatic Fourier transform system-.3 can be uti- vector-matrix multiplier operatec on discrete sampled
lized to relax the temporal coherence requirement and signals. The difficulties in constructing and aligning
improve the system SNR by reducing coherence noise. a large 2-D mask and the limits on the densities of these
The spatial coherence requirement, however, is un- masks restrict the space-bandwidth product that can
changed, and an incoherent-to-incoherent converter is be achieved in practice. The relative complexity of the
still needed. system also diminished its attractiveness.

One-dimensional provressing using bulk acoustical In this paper, we introduce an optical processor which
modulators or SAW devices,4.5 on the other hand, are belongs to a class of processor which we call interfero-
often too limited in their space-bandwidth product by metric processors. This processor operates on inco-
physical constraints such as transducer frequency re- herent optical inputs, but its performance is closely
sponse, acoustical velocity, and acoustical attenuation. related to coherent optical processing systems. An
Moreover, processing with an acoustical modulator is achromatic grating interferometer is used in our im-
limited to serial inputs. To be able to process parallel plementationof the processing approach. It is capable
spatial inputs such as images, a spatial-to-temporal of producing and displaying in real time the real and
conversion is needed. imaginary parts of the Fourier transform of a 1-D in-

Incoherent optical processing techniques such as coherent optical input. Preliminary experimental re-
OTF synthesis6 ,7 permit the use of incoherent optical suits are presented to verify the theory and to demon.
inputs, but their applications are limited to a rather strate the processing approach..

N. Comlex Doewe of Spatla Cothence
_ _Consider the system geometry illustrated in- Fig. 1.

The authors are with Environmental Research Institute of Mich. The radiation emitted by a space-limited object field
igan Infradd & Optics Division. P.O. Box 8618. Ann Arbor. Michigan at the (a,O3) plane is detected at far-field locations
48107. (xi•y,) and (x-y2). If the radiation is quasi-mono-

Received 30 November 1983. chromatic and spatially incoherent, it can be shown that
0003-6935/84/142282-10502.00/0: the complex degree of spatial coherence (CDSC) is equal
V 1984 Optical Society of America. tol I-
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y frequencies are sampled by ohysically varying the
'separation of the detecting apertures. Such a sequen-
tial menurement scheme is too restrictive for use in a
real-time processing system. The requirements that

(" Y2 ) the input be quasi-monochromatic also makes the sys-
(X1, Y1 ) tem very inefficient for inputs that are naturally poly-

X chromatic.
Roddier et al. 12 introduced a rotation shearing in-

terferometer for astronomical imaging. Basically the
input wave front is separated into two parts. One part
is rotated 180° with a system of roof prisms or dove
prisms and then recombined. At the center of the field
which is the center of rotation there is no shear. Mov-
ing away from the center, increasing amounts of shear
are introduced. Thus, unlike the Michelson stellar
interferometer, all the spatial frequencies can be dis-
played at once. This technique is attractive for many
applications, and it was suggested as an alternative to
stellar speckle interferometry. However, similar to the

monochromaticity and is, therefore, rather inefficient
in the processing of inputs that are spectrally wide band.
George and Wang13 combined the rotation shearing
interferometer with an achromatic transform optical
system and demonstrated polychromatic cosine trans-
form. Their system, however, requires a system of"
prisms to perform the rotation and a multielement np-

Fig. 1. System geometry relating the intensity distribution of an tical system for the achromatic transformation.
incoherent object field to the complex degree of spatial coherence at Moreover, switching from cosine to sine transformation

a detection plane in the far field. cinnot be easily achieved due to the dikflculty in real-
izing achromatic r/2 phase shifts using reflective and
refractive optics.

-i2r +#In this paper, we introduce a grating-based achro-
C(UV) - K ff d Ic.8) exp- ( + dad (1) matic opticil processor. It is capable of producing, in

,f u da real time, cosine and sine transformations of inputs that
where are spatially and temporally incoherent. One major

advantage offered by grating-based systems is sim-
U - f1 - X2)lR, V Y qI - YOM/, plicity. The grating interferometric processor tends to

and K is a constant. require much less hardware than conventional systems
We see that there is a Fourier transform relationship making it easier to fabricate and set up. The simplicity

between the input intensity distribution and the CDSC of the grating system also makes the processor more
at far field. This relationship is sometimes known as compact and vibration resistant.
the van Cittert-Zernike theorem. Thus, to obtain the
Fourier transform of the intensity distribution of an
incoherent input, one merely has to devise a means to UL AchromsO Gratin Intwforaster
measure the CDSC at far field, This can be achieved The achromatic grating interferometer has been
interferometrically by measuring the complex visibility studied extensively and applied to many applications.
of the interference fringes formed between the fields at Chang and Leith'1-e applied the interferometer to in-
(x iy,) and (x2,Y2). The fringe visibility function is terferometric imaging and rondestructive testing.

equal to Leith and Roth-,.-8 studied the noise performance of the
,,.v- • I 2, interferometer and the synthesis of the convolution

Vg z•.v, + integral for linear filtering. Collinst demonstrated the
construction of holograms and matched filters with

•*Cij.xu.zr~.y.A. (2) incoherent light. Leith and Swanson 2° utilized the

For a homogeneous incoherent input, f(x,,y,) - interferometer for- the fabrication of noise-free dif-
I(x..,jy:), and the CDSC is space invariant in the far field. fractive optical elements. Tai and Aleksoff2l employed
Thus we may write the grating interferometer arrangement in an imaging

system for improved imaging through scattering
V(UA,) • .media.

With the Michelson stellar interferometer and other Leith and Chang.t in particular, have recognized the
similar interferometric imaging systems, the spatial ability of the grating interferometer to perform Fourier
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ftg I. Single-grating achromatic imedwmetor. (a) basic geom-
IRA OFetry (b) using a beam splite saW a teleascpic imaging system to

KMl SPLITTIS decod the 1p oceas output (c) imaging the fringe volume to & plane
(o) awaY from the grating to accomw the sero spatal frequency.

transformations. Their interest, however, was pri- a spatially incoherent line sources with intensity distri-
marily in imaging wherethe image ofan object was re- bution f(a) extending from a = 0to a = L,the output
constructed by Performing an optical transform with intensity distribution within a coestant factor is
a coherent optical processor. To be able to utilize the ~ a 1
interferometer as a processor, an appropriate decoding IAzOin 11)+ coeTuF d, 7
technique must be developed to produce a complex I I( ITl
output that can be efficiently read out or interfaced to The intensity along the optical axis at x-0 is
a computer. I

The simplest achromatic grating interfe-rometer that Ax2)- A4+cw a

can be realized is composed of a single grating. Con.
sider the optical arrangement depicted in Fig. 2(a). For f f(ad. + f () 8
a single point source located at a = axo, the field ampli- Act)cf"

tude in the volume where the :kI diffracted orders where (a - 4rFz/f.
overlap is equal to The first term is simply a constant bias, and the sec-

E~aox~z)ond e~nwe recognize as the cosine tranform integral.
E~aczz) -Thus by reading out the intensity distribution along the

*lexpli2s (Pe - F)z + ikxV__TPr07_'I optical axis, we obtain the bipolar cosine transform of
+ eip(i2r(Po + Fix + ihAV-J 9F r _L (4) the i-D input intensity distribution plus a constant bias.

wher k 2wASao) s te itenity f te pint We emphasize that the expression in Eq. (8) is not awher h r/,,S~o) i th inensty o th- pint function of wavelength. The transformation is per-
source, C is a constant, and Po - sin(tan- ao/fl/A, f(is formed achromatically.
the focal length of the lens, F is the spatial frequency o(
the grating. and X is the wavelength of Ithe isouc., Th The single-gratuig interferometer provides an ex-

corrspodin ligt iteniy istrbuton n ~tremely simple means of achieving optical transfor.corespndig lgh inensty istibtio inthefrige mation achromatically. However, the information is
volum canbe wrttendisplayed as an intensity distribution along the optical

I(aewzj) -ICI 'S(a) I1 +coe 14FIC + 2w, axns, which is rather inaccessible. In particular, the zero
(4 spatial frequency is located at: -=0, right at the surface A

IV_-____+___A__ 2% -(s of the grating. One way. to read out the intensity dis-
Stribution along the:z axis is to place avery thin beam

splitter along the 2 -y plane at x - 0 as shown in Fig.
Using a first-order approximation, the intecsity dis- ) h ntniydsrbuincntenb mgdt
tribution can be expressed as. a) Thnetienteousity diastrbto a t he be imageded Uoto

cnvte t isnot outpuigtfradt plane tob e sured &nfortm
1(a4;Xxa) - CI'S(0&) 1+i 4, iiiaJJ (6) sinatyitis ntpsrrAightfoerwardn Itoplaertuh a beam

be done using special optic& ,One may image the fringe
Now, if instead of having&asingi.e point source, we have volume directly with a telescopic imaging system as

22" APLE oFIc VOL 23. fte 14/15 J*~ 1We
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1z) - f(a[I *sin(,)Ida, (14)

which is, of course, the sine transform of the input f(a).
Thus both the real and inaginary parts of the complex
transform output can be obtained. We may note that
the shifting of the grating produces a r/2 phase shift for
"all wavelengths. The achromaticity of the system is
maintained. This is in contrast to other interferometric
systems using reflective or refracting optics.

Once again, the intensity distribut~on along the z axis
can be read out by placing a thin beam splitter along the

Fig. 3. Multiple-grating achromatic interferometer. x-z plane as shown in Fig. 4. The. intensity distribution
along the beam splitter is mapped onto a convenient
output plane outside the fringe volume using a one-to-one telescopic imaging system.

shown in Fig. 2(c) to make the fringe volume more ac- This simple -pcauses several problems.

cessible. However, the diffraction angles would be se- The beam splitter has to be very thin; a pellic!e beam
verely limited by the nmerical apertures of the lenses. splitter migh therefore, be used. Pellicle beam
A better approach is to utilize a three-grating arrange- splitters i unfortunately have a tendency to vibrate.
meat similar to that of Leith and Changt 4 as shown in Alt ter is notaun damena tendency beFig. 3. The first grating G has a spatial frequency of Although this is not a fundamental problem and can be
F, the second and third gratings are copianar, and both solved using special optics, wedecided to use an alter-

have a spatial frequency of 2F. The input light field is hate arrangement for the demonstration.
split into two first orders and the first grating and then
recombined by the second and third gratings, G2 and equal to
G3. A new fringe volume is formed about z - 2D, ac- way fgou'i [I+" [4, (x da)11.
cessibly away from any grating. Moreover, spurious TT~.~~ fl
diffraction orders can now be easily removed to elimi- If we place a fourth grating with spatial frequency F at
nate the spurious fringes and added bias that may z - zo as shown in Fig. 5, the grating will demodulate the
otherwise be introduced. With a single point source light back to zero spatial frequency, and the output light
located at a - ao, the light field at the new fringe vol- intensity becomes
um e is equal to • "

E(ao;xy) CvS(-ao)- lexp(i2r(Po - F)x l(Z.i - I ta) 1 + coa f da, (15)

+ iRDV -P+ Fi1 which in effect gives the cosine transform off(a) sam-
+ ik(z + D)v 1 - w2(Po - F)'1 pled at spatial frequency 4wFzo/f. By translating the
+ eIoli2 r(Po + F)x + ikDv 7"- ,i ?,- 7771

+ ik(z + D) v - A27(P + F7)2I. (9)

The corresponding light intensity distribution can be • X li/"( A le

w r i t t e n a s -- .: .

1(1 ,z ) - IC 12S (a )(1 + cC4 l4 r F x "• ,/ . .
+ k l (- ,\4 Po 7 7 1 - v T " -ý ) (10) * -

which can be approximated by ',

/ - I 
,) 

I + Cos lr tX

For a 1-D signal along the a I g from 0 to 1, Fig. 41. Mapping the transform output in the fringe volume to a

the output intensity distribution becomes convem oplput plant uana beam splitter,

liz a ) /I a ) I1 + o ." { x F -I., 1} (12 ) "' ' . "

At x - 0. once again we have the co..ine transform re-
la tio n s h ip I L

/ : S / hl{v i I + tl., d o ,. 1 1 3 1" 
.• -

To perform a Fourier transformation. both real and
imaginary output data are required. y simply trans-
lating the grating (;. along the .N' direction by one-
fourth of'a period I i.e.., r/2 phase -izht; . the light in- Fg. A;. "e., nhi .-t p datw tmrqtwnu 'em . with a tranilat mn h ,.i rth
tensitv distribution along the axi- hwc,,tnes gritting.
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transversing the fringe volume. However, the presence
of spurious diffracton orders may substantially degrade

T2 the transform output. In addition, transform infor-
mation near dc may not be displayed due to blockage
by the edge of the tilted grating.

When only cosine transforms are performed, the
input must be either single sided (i.e., 0 < a < 1) or an
even function [i.e., f(a) - f(-af) to avoid ambiguity.
With a dual-channel system, however, the input is no

L longer limited to being single sided or even. The pro-
/ cemsor is actually performing the decomposition J

Fig. &Decoding the "Wrasom output with a taitod fourth paeting. E( f S (a) cos~wa)daE._ '(a) exo•,,,a~da

'%'

fourth grating along the z axis over the entire fringe box, . ,
the cosine transform output can be scanned out.
However, such a translation technique takes time, and -J
our goal is real-time operation, where ((a) is an arbitrary real and non-negative func.

We note that Eq. (15) is not a funetion of x and y. tion. which in general is a combination of even and odd
The sampled cosine output can be obtained by me&- parts. That is, the decomposition is not in terms of the
swring the intensity at any point of the output plane. If cosine transform of the even part and th sine transform
we tilt the fourth grating toward the x -z plane so that of the odd part but rather in terms of V, and.7/, which
it traverses the fringe volume as illustrated in Fig. 6, are the real and imaginary parts, respectively, of the
different parts of the grating along the y direction will Fourier transform. In this operating mode, the input
be sampling the intensity at different positions along can extend from -1 to I with unique information on both
the z direction. The output intensity distribution be- sides, and the space-bandwidth product of the proces-
come. sor is in effect doubled. This dcubling of the space-

14ayF t bandwidth product can be considered to occur because
I(y)fca)I1+ c.. ~ J d,. (16) the system acts as a dual-channel processor simulta-

neously performing the real and magiary parts of the
which can be written as Fourier transformation. A more detailed discussion on

the space-bandwidth product of the grating interfero.
i)- 1)rf d, + (ai coCe40'awda. (17) metric processor is given ia A liter section.

where IV. mnuhtM Resufts
An interferometric optical procesur was set up using

W, (4rFy tazt/f. the configuration illustrated in Fig. 6. As the input, a

and 0 is the tilt angle of the fourth grating. ground glass diffuser was backilluminated by an unfil-
Once again, a biased output of the cosine transform tered xenon arc lamp to produce an incoherent light

is obtained. However, the spectrum is now displayed source. which in turn was used to illuminate a slit'and
along the w' direction, which is orthogonal to the c axis. transparency. To test if the system can ptoduce the
The cosine spectrum, therefore, lie. along a direction correct Fourier transform output, a transparency with
that is perpendicular to the I-D input. an intensity transmittance of I + cos(2wga) was used.

If we translate the fourth grating by one-eighth of a Thue the input is given by ((a) - rectf(a - ao)L I1 -+
period (i.e., *r/4 phase shift), we obtain coe(2•ga)J. The cosine/sine transform outputs were

read out using a 1024-element linear detector array. In
I(A'1 P C(a)da + o (a) sinia,'awa 118) Fig. 8(a), we show the cosine transform output obtained

with the interferometric processor. For comparison,
or the sine transformation of ((a). we computed the Fourier transform of a function:

To perform complex Fourier transformations, we
need both the real and imaginary parts. The cosine and
sine transforms can be displayed simultaneously by.
using a split grating as the fourth grating at the output
as shown in Fig. 7. The grating lines L 4 he two halves , ,
of the grating are pbase shifted by r/4. This produces' C*,
a cosine transorm at one side of the output and the sine
transform at the other.

We note that the tilted grating decoding technique
may also be applied to the single-grating interferornetr.
by placing the tilted grating against the first grating Fip. 7 . Simuitac uewine and sinetrunomstionm .'.
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obtained and digitally computed results. The sniall
phase error might have been caused by irregularity in

N 0,.-' c~m the local frequency of the gratings.
The fourth grating was then translated by one-eighth

ohm ltI of a period to produce a r/4 phase shift on the recom-
_V' bined beams. The optically obtained sine transform

output is shown in Fig. 8(c). For comparison, the cor-
responding computed imaginary part of the Fourier
transform is shown in Fig. 8(d). Once again, the optical
output matches the digitally computed result.

0 04 C-e . Conaiariuo is a Afthellsiln Stellar Interferomletsr
The operation of this system can be explained more

intuitively by going'back to the Michelson stellar in-
terfernmeter. 71e Michelson stellar interferometer in
its basic form is simply two apertures separated by a
distance d as shown in Fig. 9(a)- Ile CDSC is obtained
by measuring the complex. visibility of the fringes
formed for different separations of the apertures. We

___________"________rat see from Fig. 9(b) that we have a similar situation with
-~' r 'yu'the grating interferometer. The interfering light fields

are sheared by anamount Ax -ozA tan~sin-1(XF)j, where
F is the spatial frequency of the grating. Thus, similar
to the Michelson stellar interferometer, two parts of a
wave front separated by a transverse distance Ax are
made to interfere. and the resulting fringe visibility
along the iaxis, therefore, follows a Fourier transform
relationship with the source intensity distribution.

14 010dSi- Unlike the Michelson interferometer where the visi-
------- bility for each value of A~x must be measured separately,

the grating interferometer presents the interference
fringes for the different shear distances simultaneously
at different positions of z. This interierometric optical

Fig. S. 01islygns~ w and Sinns tranaflum vs th dwgialy
wioiputed veruaos.

W(ct) is an apodizing factor added to account fo)r the
nonuniform illumination of th~e input. tgo is the offset
of the input from the axis, g is the spatial frequency.~ 0
is the paitasi of the input cosine function, and 0 is an :p
arbitrary phase. -

The choice of the grating posi tien that is designated
as cosine or sine transform is arbitrary and unimportant
as long as anexact r/2 phaseshift is introduced between '"

the sine and cosine transforms and a consistency i6'
maintained. The difference in the out puts caused by
different initial choices of the grating por~ction is simply L.A~I
a constant phase. (A similar situationa.ri--esin coherent
optical processing where a coherent reie-rence beam is u~4 - K ,
introduced to measure the complex ou pit of the optical
processor.) In our experiment, the constaint phase term -

expfiII) was obtained by varying HI in the 6prmputation .Z<
until the real part of the zero order ot the (lixitaJ Fourier
transform matched that of the opht~icl --itlpillt. In Fig. Fixi. 10 '.'mp~arl-'n ,1:ih a %114fhelumo Stellar ints0rtmeter 1,41
8(b). we show the computed real part .,I (he Fourier Mot. hirliwt -tell-or nrtettmmwetr itot unitionedtuwus dieplav 4ot all
transform. Except fot a small pha~. rdiltererne. there .1paliad lrr.-ie.,#).ir- 'tck he dralift latlertmetui- lC1waveiitnxth-
is a very good correspý)ndeitce bvt~rit~.i the --pticailv drt..wurfion -hoiannilg 4 inpuit wave front.
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"" we compute the space-bandwidth product (SBWP) ofL
f L ' 0the single-grating and tne multiple-grating interfer-

* ?ometem The approximations and assumptions used
T in the computation are listed:

(1) The angular bandwidth of the gratings in the
processor are very wide (e.g., surface relief gratings).

(2) The spurious diffraction orders ar3 not a problem,
S. and ino stops are used in the system. (This assumption

Fig. 1 Shfting o fringe volume for off-axi input point. i always valid for systems that utilize beam splitters to
demodulate the output. It is also valid for the multi-
ple-grating system using a tilted fourth grating for
output demodulated if the gratings are properly fabri-

processor is, therefore, basically an interferometer that cated. The effects of spurious diffraction orders will
is capable of measuring in parallel the 1-D CDSC of a be discussed in a later section.)
field emanated from a homogeneous incoherent line (3) The gratings are of sufficient size that the entire
source at far field as created by the collimating lens, field over the full angular bandwidth is diffracted by the

The spatial frequency as measured by a Michelson gratings&
interferometer is given by u - 2r•x/Mf, which is (4) The field distribution along the optical z axis is
wavelength dependent.' A Michelson interferometer considered as the output plane. [In actual system op-
can, therefore, operate only with quasi-monochromatic eration, it is necessary to transfer this output plane to L
radiation To make the system achromatic, a variable a more accensible plane using a beam splitter or a grat-
amount of shear must be introduced so that A1x (A)/X - ing. Thi analysis is directly applicable to a system that
constant. The amount of shear introduced by the utilizes a beam splitter to demodulate the output (Fig.
grating interferometer varies with wavelength, since to 4). With the use of a tilted fourth grating, however, the
the first order, Ax - 2F)bz, as illustrated in Fig. 9(c). performance characteristic may be degraded in the
The spatial frequency is thus u - 4rFz/f, which is decoding process. and the system SBWP may be lower
wavelength independent and hence achromatic. than computed.]

(5), First-order c©proximations are used to describeVL. Com•ariso tO Coherent Optical Pm q the operation of the interferometer.
Although the interferometric proc-essor operates on For both-the single- and multiple-grating interfero-

incoherent inputs, it3 performance characteristics are metric systems, except for the change in coordinate
very similar to a coherent optical processor. For a co- position, we have
herentsystem, the transfotm relationship can be written L
as A(z) - f(a)da + f(a) cok ,awa,

f Ka
F(p) f /(a) .ep (J-i] da. (20) where w - 4rFz/f.

-- Consider specifically the multiple-grating processor
and for the interferometric optical processor, as illustrated in Fig. 10. The fringe box translates down

FR(z) f:(a) Ce9~)da (21) or up depending on the position of the input point. For
f ) / !a point input at a ao, the fringe box extends along the

and z axis up to
.IA 2D.o'/

t.. 4trFzc~ a2 92 -. 1/ T.FU). f-l (a,)sin -T-I d" (22) 2 .'1

The difference between the two pr rs is in the where
scaling factors 2v/Xf and 4vF/f. The scaling factor for , .F_,inr Iun.,,(2,,
a coherent optical processor is inversely proportional T (SI n ta,' ) (23)
to wavelength, while the scaling factor for the interfer-
ometric processor is independent of wavelength. Hence corresponding to a cutoff spatial frequency of

the interferometric processor is equivalent to an ach- - LF (I Woo
romatic Fourier transform system..-' fT, 2.;

For systems that use AO modulators or discrete For the on-axis point ao -0, the cutoff frequency is
sources (e.g., the vector-matrix multiplier) as input a maximum and is given by
devices, the space-bandwidth product is typically inputA
device limited and can be easily defined. For a coherent e,0) - .
optical processor and an interferometric optical pro- IV
cessor, on the other hand,, the space-bandwidth product where :%

is usually processor-limited and is dependent on many 0 (26)
factors such as the exact optical configuration, thef/No. . e.
of the transform or collimating lens. the aperture of the is the diffration angle showr in Fig. 10. Notice that
lens. and the performance of the lens. In the following, the cutoff frequency is wavelength dependent. We also
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"8"0 22200 input lcngth. To maximize further the SBWP of the-V. 1

multiple-grating interferometer, it is necessary to
minimize the length of the interferometer 21). (This
is equivalent to zmoving the input closer to the Fourier
transform lens ic the case of a coherent optical proces-
sor.) As we shorten the knterferometer, the gratings
eventually collapse onto a single plane, and we essen-tially have the single-grating interferometer. (This is :"

similar to putting the input right in front of the trans-
""G form lens of the coherent optical processor.) .

The above space-bandwidth product is computed
from geometric considerations. A second factor that
can limit the space-bandwidth product of the system

,,G7N is the dynamic range of the output detector artay. The
b-as level is determined by the integrated input signal

Fig. .1. Spae-bandwidth products of a single-graing interfero-. level
metric procemor, a multiple-grating interferometric processor, and

a coherent optical p-oceaaor.

point out that, except for the cosine factor, Eq. (25) As I increases sodoesthe bias level Thus thenumber
describes the highest frequency that can be coherently of Lput points that can be processed for the worst case
processed by a Fourier transform lens with aperture is equal to the dynamic range of the output detector.
w*dth A, focal length f, and the input placed a focal The space-bandwidth product, however, can be much
length in front of the lens. In fact, an expression larger if the transform of the inpet consists of only a
equivalent to that of Eq. (24) for such a coherent pro- small number of points (e4g, a sinusoidal input). In
ceasor is given in the Appendix. that case, the spece-bandwidth product of the system

Now consider an input signal of length 21, extending is limited by the system geometry.
from a - -l to a • 1. The end point 1 establishes a We should note that the same dynamic range limi-
cutoff frequency P,(0). Although one could define a tation also applies to a coherent optical processor if the
space-bandwidth product (SBWP) given by the prod- complex output is to be read out with a detector array.
uct of the line length by the maximum cutoff, i.e., However, there is more flexibility with the coherent
41Y,(0), it is more meaningful for arbitrary inputs to system. For example, if the input data are on a carrier
establish the SBWP only as specified over the uniform and the information around dc is unimportant, the
(nontapering) part of the spectrum as given by the reference beam can be lowered to a level corresponding
lowest cutoff frequency v, (1). Thus we define the to the highest signal level in the desired portion of the
SBWP as output spectrum. With the interferometric processor,

on the other hand, the bias is fixed at a level corre-
SBWP(1) - 4mi (1). (27) sponding to the dc output.

which with substitution from Eq. (24) becomes We emphasize that unlike many other optical systems
whih 21s i (24D bthat utilize gratings (e.g., the achromatic Fouriera iIT 2 / (2a) transform system), spurious diffraction orders do not

fT.2IInecessarily pose a problem for the grating interfero-
E juations (24)-(28) also hold for the single-grating metric processor. With the use of a beam splitter, to

inte rferometer by letting D - 0. The single-grating decode the output, the spurious orders have minimal
inte ferometer can be considered to be the limit of the effect, since they propagate in directions away from the
multiple-grating interferometer as D approaches zero. output plane as long as the argular subtend of the input
Itis Oen from Eq. (28) that the SBWP is maximized for, is less than the diffraction angle of the grating. This is
D - 0, i.e.. for the single-grating interferometer. true for both the single-grating and multiple-grating

It is worthwhile to compare the above results with akrangements utilizing beam splitters. For a multi-
tho for a clasical Fourier transform lens used as a pie-grating system that employs a tilted grating to de-
cohe ent optical processor (see Appendix). The SBWP, modulate the output, the spurious diffraction orders are
defiz ed in a similar way es for Eq. (28), for the coherent also not a serious pioblem. First, the higher diffraction 0_
proc sor is orders propagate away from the output plane, and for

the right arrangement they will not pose problem. The
the ( - , n - -zero order does propagate toward the output plane, but

who the input extends from -A/2 to 21 - A/2. it can be s,:ppressed significantly. For example, ifa
In Fig., 11, the SBWP is plotted as a function of the thin sinusoidal phase grating is used, the powers in the

length of the input for the coherent optical processor various diffraction orders follow the Bessel functions.
and •or the two-grating interferometer geometries. By adjusting the exposure in the fabrication of the
Note that for the multiple-grating interferometer and grating to where the zeroth-order Bessel function goes
the herent optical processor, there is an optimum to zero, the dc term can be substantially suppressed.
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Furthermore, the zeroth order is incoherent with the A
first orders that are being combined (large path differ- '
ences). Thus the effect of the dc term that remains is
to add a small uniform bias to the output. Spurious _
orders, however, do create serious problems when using 29
a tilted grating to decode the output of a single grating -
system, and such an arrangement is generally not de-

: ,: sizable.

VIL Applicat on
The interferometric optical processor can be config- Fig. 12. Geometry of a coherent optical procmbor for the procehing

"ured to perform operations currently accomplished by of real inputa.

* other optical processors. In addition, it can perform
operations that cannot be easily done otherwise, since
it operates on in-.oherent light. oped. The optical configurations presented are only

/ -. For example, to process a temporal signal, the scan- examples of many other possible implementations of the
ning electron beam of a CRT can be used to convert the interferometric optical processor. Alternative system
"temporal electrical signal into a spatial formatted light configurations with different performance character-
signal. The processed output is received by a detector istics that are optimized for specific applications can be
array which is read out after integrating over the time developed.
of a complete scan of the electron beam. Such a system
can operate over a large range of frequencies by varying
the scan rate of the electron beam. The ease in ob- The work was supported by the U.S. Army Research
taining the real and imaginary parts of the complex Office. Parts of this paper were presented at the In-
Fourier transform output gives the interferometric ternational Optical Computing Conference, Apr.
processor a potential advantage over optical systems 19&1.22

using AO modulators and SAW devices.
". The interferometer is a parallel processing device, and

"its capability is not fully utilized when used to process Appenx: Space-Bandwidth Product of a Cohwerm
"single-channel temporal signals. For applications Optical Proceso
where parallel inputs are available (e.g., from an an- For an optical Fourier transform lens to process the
tenna array), the inputs can be used to drive individual input signal without loss of information, all the light

SLEDs in a linear array. Together with an array of in- emanating from the input aperture must be passed by
dividually addressable detectors, the system can be used the lens aperture, i.e., no vignetting. Consider the 1-D
to perform n-point discrete Fourier transforms at a rate optical processor illustrated in Fig. 12. At position a
determined by the frequency response limit of the the cutoff frequency defined by geometry consider-
LEDs. As compared to the vector-matrix multiplier, ations is given by
the interferometric processor has the advantage of
simplicity requiring only simple gratings and collima- Y,(a ' -,\.' sinltan-'I(A - 21a1)/2f11. (ADl
tion optics instead of complicated 2-D masks and Thus the cutoff frequency varies along the input aper.beam-forming optics..I

beamforingoptcs.ture. It is possible to, define a maximum'space-band-
More important, however, is the ability of the inter- width product via

ferometric optical processor to operate on completely
incoherent inputs. The system, therefore, has the po- SBWP. - 4na (O), 1A2)
tential to perform Fourier transformations on signals where the input is assumcd to extend from -1 to +t and
directly from the real world using light emanating from the extra 2 comes from the two sidebands. However,
"the object scene itself. to insure that the input is processed without loss of in-

Vill. Smmary formation, the highest spatial frequency of the input
must be limited to ").Then the SBWP becomesWe have introduced 'an optical processor which is

"capable of performing complex spatial 1-D Fourier SBWP10) f 44,U). iA31
, transforms on incoherent optical inputs. One possible If the input is real, the transtorm is Hermitian. One

implementation of the processing approach using a sideband of the output spectrum can be discarded
.grating interferometerwas presented, and the operation without loss of information. By placing the input
of an interferometric optical processor is experimentally asymmetrically from -A/2 to 21 - A/2, the (one-sided)

, demonstrated. The potential ability of the system to cutoff frequency becomes
directly process images using the lightemanated from

an object scene removes limitations imposed by input PtIV) a sinltan-tI(A - 211/fil. .A4,
devices and opens new avenues for optical processing. where 0 < I < A/2. The SBWP becomes
The research on this type of interferornetric processor
is still in it initial stages, and much has yet to be devel. SBWPiL) - 21r,1(21•.
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